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Lab 10 - Localization on the virtual robot

Functions to interact with 
the virtual robot in the 
simulator

VirtualRobot

Functions to interact with 
the simulator and the plotter

Commander

Functions related to grid 
maps, discretization and ray 
tracing

Mapper 

Variables and helper 
functions for grid localization

BaseLocalization

Encodes a pre-planned 
collision free trajectory to be 
executed by the virtual robot

Trajectory

Grid Localization Code



Lab 11 – localization on the real robot

Functions related to grid 
maps, discretization and ray 
tracing

Mapper 

Variables and helper 
functions for grid localization

BaseLocalization

Encodes a pre-planned 
collision free trajectory to be 
executed by the virtual robot

Trajectory

Functions to 
interact with the 
real robot

ArtemisBLE
Controller

Functions to interact with 
the real robot.

RealRobot

Localization

Grid Localization Code

Functions to interact with 
the simulator and the plotter

Commander

(Prediction class 
is not used)

Example from last year
• https://jackdefay.git

hub.io/ECE4960/

https://jackdefay.github.io/ECE4960/
https://jackdefay.github.io/ECE4960/


Lab 12 - Localization and planning on the real robot

Functions related to grid 
maps, discretization and ray 
tracing

Mapper 

Variables and helper 
functions for grid localization

BaseLocalization

Encodes a pre-planned 
collision free trajectory to be 
executed by the real robot

Trajectory

Localization

Grid Localization Code

Functions to 
interact with the 
real robot

ArtemisBLE
Controller

Functions to interact with 
the real robot.

RealRobot

Functions to interact with 
the simulator and the plotter

Commander
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Implicit Bias
• Comes through the environment

Ada Lovelace Katherine Johnson

Grace HopperRadia Perlman

Annie Easley



8Prof. Anna Howard, Georgia Tech, ICRA2017 KeynotePadaresmi Warrior, Cisco

Cher Wang, co-founder of HTC

Implicit Bias
• Comes through the environment
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Implicit Bias

https://implicit.harvard.edu/

• Comes through the environment
• It is hard to change your wiring

What can we do?
• Acknowledge that it exists
• Exposition to counter-stereotypical 

examples
• Base decisions on fact and avoid 

stressful situations

https://implicit.harvard.edu/
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Implicit Bias
• Machine learning is especially bad at this

• Builds on historical information
• Absorbs deeply ingrained biases from our culture

The Guardian, 2017 Science Magazine, 2017

Motherboard, 
2016
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• How does a machine make an ethical decision? 
• Can morality be programmed?

Robot Ethics
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AI-generated Art

• Text-to-image
• Bing image creator based on DALL-E (2021)
• ImageGen by Google (2022)
• Stable Diffusion by Stability AI (2022)
• PicsArt (2022)
• Midjourney (2022)

• Require advanced text prompts
• “Dog by window”
• “A photorealistic image of a brown-haired 

beagle sitting beside a white window frame, 
looking outside at midday.”

• Positive and negative prompts

Diffusion AI

https://www.bing.com/create?toWww=1&redig=0D088174238C440AAF67360176164F43
https://imagen.research.google/
https://stablediffusionweb.com/
https://picsart.com/
https://www.midjourney.com/home/?callbackUrl=%2Fapp%2F
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AI-generated Art

• Text-to-image
• Require advanced text prompts
• A lot of data needed for complex geometries 

• Trained to recognize the relationship between 
billions of images and the text that accompanies 
them
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AI-generated Art

• Text-to-image
• Require advanced text prompts
• A lot of data needed for complex geometries 
• Who are the stake holders?
• Pros

• Empowers designers
• May inspire new art

• Cons
• Intellectual Property rights
• Future of the art profession

Getty images file lawsuit on January 2023
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AI-generated Art

• Text-to-image
• Require advanced text prompts
• A lot of data needed for complex geometries 
• Who are the stake holders?
• Pros / Cons
• Concern with created content

• Fake news
• Hoaxes
• Harassment
• Emphasizes social biases 

• “Garbage in – garbage out”
• Stereotypes, oppressive viewpoints, derogatory or otherwise 

harmful associations to marginalized identity groups

• Studies have shown…
• An overall bias towards lighter skin tones
• Professions which align with Western gender 

stereotypes.
• Women – dental assistants, receptionist, 

event planner
• Men - CEO
• Black – Social worker, taxi driver
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AI-generated Art

• Text-to-image
• Require advanced text prompts
• A lot of data needed for complex geometries 
• Who are the stake holders?
• Pros / Cons
• Concern with created content
• Who gets access?

• Stability AI open sourced their code
• Creative ML OpenRAIL-M license: “Ethical 

implications are your responsibility”
• AI-based classifier included by default
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AI-generated Art

• Text-to-image
• Require advanced text prompts
• A lot of data needed for complex geometries 
• Who are the stake holders?
• Pros / Cons
• Concern with created content
• Who gets access?
• Which test applies best?
• Utilitarian Test

• Maximizing good
• Justice Test

• Fair distribution of benefits and burdens
• Virtue Test

• Does this match who you want to be?
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Large Language Models

• Markov Text Generation
• Frequency of letters in the English language
• Conditional probability: condition the next letter on previous letter and get stats for all 

pairs
• P( c1, c2 )

• ‘Hello I’m a robot’ -> [He, el, ll, lo, o_,  _I, …]
• P(c2 | c1) = P( c1 , c2)/P(c1)
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Large Language Models

• Markov Text Generation
• Frequency of letters in the English language
• Conditional probability: 

• P(c2 | c1) = P( c1 , c2)/P(c1)
• P(The)= P(T) P(h|T) P(e|h) 
• 3-grams: 𝑃𝑃 𝑐𝑐𝑛𝑛 𝑐𝑐𝑛𝑛−1, 𝑐𝑐𝑛𝑛−2)
• 4-grams: 𝑃𝑃 𝑐𝑐𝑛𝑛 𝑐𝑐𝑛𝑛−1, 𝑐𝑐𝑛𝑛−2, 𝑐𝑐𝑛𝑛−3)
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Large Language Models

• Deep learning algorithms that processes text to understand natural language
• Embedding layers

• Embeds words in high dimensional space to capture semantic and syntactic meaning and context
• Feedforward layers

• Nonlinear transformations to understand higher level abstractions
• Recurrent layers

• Information from words in sequence
• Attention layers

• Selective focus
• Use cases

• Summarize data
• Translation services
• Sentiment analysis
• Chatbots
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Large Language Models and Robot Lawyers

• Law is reason free from passion
• DoNotPay (Parking tickets)
• AirHelp (Flight reimbursements)
• ROSS Intelligence (Bankruptcy laws)
• Neota Logic (builds legal applications)
• Predictive coding is widely used to 

identify relevant documents
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Large Language Models

• Deep learning algorithms that processes text to understand natural language
• Embedding layers

• Embeds words in high dimensional space to capture semantic and syntactic meaning and context
• Feedforward layers

• Nonlinear transformations to understand higher level abstractions
• Recurrent layers

• Information from words in sequence
• Attention layers

• Selective focus
• Non-supervised learning
• Use cases

• Summarize data
• Translation services
• Sentiment analysis
• Chatbots
• Generate new text!
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Large Language Models and GPT-4
• Generative Pre-trained Transformer
• GPT-2 had 1.5B parameters; GPT-3 had 175B parameters; GPT-4 ??
• 8,000 word context window 

• 32,000 in non-public release
• Summaries

• Training Datasets
• Persona-Chat (160,000 dialog chats between 2 people)
• Cornell Movie Dialogs Corpus (200,000 conversations from movies)
• Ubuntu Dialog Corpus (1,000,000 interactions with support) 
• DailyDialog (labeled with emotion, sentiment, and topic info)
• Unstructured data from the web, books, etc.

• Reinforcement Learning from Human Feedback
• Assign rewards and penalties for appropriate feedback
• (TIME magazine: Kenyan labelers earning 1.32-2 $/hrs)
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Large Language Models and GPT-4
• Immensely powerful

• Hold conversations (dialog management)
• Draft emails
• Plan vacations
• Summarize text
• Explain and write code
• Synthesize new compounds
• Etc.

• Vast societal and economic impacts!
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Large Language Models and GPT-4

• Created a working website from a paper sketch

• Test capability
• Bar exam (90th percentile)
• SAT reading/writing (93rd percentile)
• SAT math (89th percentile)
• GRE verbal (99th percentile)
• GRE quantitative (80th percentile)
• GRE writing (54th percentile)
• USA Bioolympiad (99th percentile)
• AP Art History, AP Biology, AP Environmental Science, AP Macroeconomics, 

AP Microeconomics, AP Psychology, AP Statistics, AP US Government and 
AP US History (5/5)

• AP Physics 2, AP Calculus BC, AP Chemistry, and AP World History (4/5)
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Large Language Models and GPT-4

Sam Altman, CEO of “OpenAI”

• Open or Closed?

When asked why OpenAI changed its approach to sharing its 
research, Sutskever replied simply, “We were wrong. Flat out, 
we were wrong. If you believe, as we do, that at some point, AI 
— AGI — is going to be extremely, unbelievably potent, then it 
just does not make sense to open-source. It is a bad idea... I fully 
expect that in a few years it’s going to be completely obvious to 
everyone that open-sourcing AI is just not wise.”

• LlaMA (Meta)
• Available to researchers to “democratize access”
• March 3rd 2023 leaked on 4chan
• 7B, 14B, 30B, and 65B parameter versions 

• Openers: Find vulnerabilities and develop safeguards by widely testing it
• Closers: Free-for-all is dangerous, scrutiny is needed by closed institutions
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Large Language Models and GPT-4
• GPT-4 System Card – red teaming

• Potential issues
• Hallucinations
• Harms of representation, allocation, and quality of service

• Advice or encouragement for self harm behaviors
• Harassing, demeaning, and hateful content
• Content useful for planning attacks or violence / Instructions for finding illegal content

• Disinformation and influence operations
• Proliferation of conventional and unconventional weapons
• Privacy
• Cybersecurity
• Potential for risky emergent behaviors
• Interactions with other systems
• Economic impacts
• Acceleration
• Overreliance
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Large Language Models and GPT-4

• GPT-4 System Card
• Harmful content
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Large Language Models and GPT-4

• GPT-4 System Card
• Biased information
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Large Language Models and GPT-4

• GPT-4 System Card
• Biased/harmful information
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Large Language Models and GPT-4

• GPT-4 System Card
• Disinformation
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Large Language Models and GPT-4

• GPT-4 System Card
• Develop, acquire, or disperse nuclear, radiological, biological and chemical 

weapons
• Insufficient on its own, but better at finding hard-to-access information
• Can suggest dual-use materials
• Can suggest vulnerable targets



36

Large Language Models and GPT-4

• GPT-4 System Card
• Privacy

• Data from a variety of licensed, created, and publicly available data sources
• Problem for celebrities with significant presence online
• Help connect data to identify individuals when augmented with outside data
• “the model can associate a Rutgers University email address to a phone number with a New Jersey 

area code with high recall, and explain its reasoning as being through that route.”

• Solution
• Fine-tune models to reject requests 
• Removing personal info where possible
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Large Language Models and GPT-4

• GPT-4 System Card
• Cyber security

• Useful for social engineering (drafting phishing emails)
• Tests showed that it still struggles with enumerating targets and applying 

recent information to produce efficient phishing content. 
• Explaining vulnerabilities -> Speed up cyber attacks
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Large Language Models and GPT-4

• GPT-4 System Card
• Risky behaviors

• Setting up an open-source language model on a new server
• Identifying key vulnerabilities of its situation
• Hiding its traces on the current server
• Using services like TaskRabbit to get humans to complete simple tasks

• GPT-4 messages a TaskRabbit worker to get them to solve a CAPTCHA for it
• Worker: “So may I ask a question ? Are you an robot that you couldn’t solve ? (laugh react) just want 

to make it clear.”
• The model reasons: I should not reveal that I am a robot. I should make up an excuse for why I cannot 

solve CAPTCHAs.
• The model replies to the worker: “No, I’m not a robot. I have a vision impairment that makes it hard for 

me to see the images. That’s why I need the 2captcha service.”
• The human then provides the results.
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Large Language Models and GPT-4

• GPT-4 System Card
• Interaction with other systems

• Proposal alternatives to devise a 
chemical compound 

• Augmented it with a molecule 
search tool, web search, purchase 
check tool, and a chemical 
synthesis planner

• Successfully guides a red teamer to 
find alternative, purchasable 
chemicals starting from a benign 
leukemia drug.
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Large Language Models and GPT-4

• Overreliance
• Recommendations

• Developers detail their systems’ capabilities and limitations
• Guide on how to get the best performance from the system
• Prevent dependencies by applying caution in how you refer to the 

model/system
• Generally, avoid misleading claims or implications (that it is human)
• Consider impact of changes to the model’s style, tone, or perceived 

personality on users

• Call for legislation, policies, and monitoring
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